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Introduction

1. AI is becoming the primary user of raw data – either for training

or inference (e.g., RAG)

2. Data for AI models are tokenized before they can be used.

3. Tokenization is an expensive process requiring reading and

parsing large datasets.

4. This data-intensive operation causes performance bottle-

necks, especially for massive datasets that don’t fit in memory.

5. Current I/O libraries are not optimized for AI workloads.

Proposed Solution

Labios, an active storage system that will:

1. Apply operations to data while it is being transferred.

2. Transparently tokenize data during I/O operations.

3. Serve as an AI-ready storage systemwith custom tokenization

operators.

4. Built on the IoWarp framework for optimized I/O operations.

5. Eliminate redundant tokenization during model training and

inference.

Making I/O Stacks Ready For AI

Traditional Approach:

Tokenization performed

on every data load.

CPU-intensive at runtime.

Longer wait times for AI

model responses.

Optimised Approach:

Tokenization performed

only once. No processing

overhead at runtime.

Immediate data availability

for AI Models

Results

Cost of running LangChain on 1GB data with synchronous

tokenization vs Labios

Synchronous tokenization

before inference is 152.31

seconds

Labios asynchronously

tokenizes and stores data

before-hand.

Labios reduces runtime to

65.33 seconds

The Cost of Live Tokenization

Standard I/O patterns involve multiple copies of data across

pipeline. As Al datasets grow in size, tokenization becomes an

increasing bottleneck.

Tokenization time increases linearly with dataset sizes. Hence,

RAG processing time increases significantly with larger datasets.

Preprocessing tokenization during write operations can greatly

reduce inference and training times.

LabiosWorkflow

Conclusion

Benefits with LABIOS:

1. Reduced latency for model training/inference by eliminating

tokenization, resulting in performance improvement by 57.1%.

2. Lower resources required during training/inference pipelines.

3. Improved throughput for RAG-based applications.

4. Ability to handle datasets larger than available memory.

5. Parallel tokenization during I/O operations

6. Reduced computational overhead on AI frameworks
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